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Global energy company seeks future-proof  
SD-WAN connectivity. It tests Cisco SDCI with 
Megaport Virtual Edge—then rolls it out across 
three continents. This pairing simplifies network 
routing, strengthens security, and increases  
cost-efficiency.
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Install Cisco SD-WAN Cloud 
Interconnect (SDCI) with  
Megaport Virtual Edge (MVE).

Set up dual underlays—a primary 
one with two MVEs per region and 

a secondary one through virtual 
private networks (VPNs) over the 
public internet.

Optimize SD-WAN connectivity  
and strengthen security. 

Create private branch-to-cloud 
connectivity to multiple clouds and  
a cost-efficient, fully redundant 
global private network.
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140
COUNTRIES

CUSTOMERS IN

40K
PEOPLE

EMPLOYS

$10B BUSINESS

VOLUME

LEGEND

MVE Megaport Virtual Edge

Ports Private Layer 2 Physical Interface

Data Center Megaport Enabled Data Center

Azure Cloud Microsoft Azure w/ Express Route

AWS Cloud Amazon Web Services w/ Direct Connect

C8KV Cisco Catalyst 8000 Virtual Edge

A global energy company deployed 
Cisco SDCI with MVE to modernize 
and standardize its network across 
multiple regions. Outcomes of this 
private, multicloud connectivity:

It improved network performance, 
resiliency, and cost-efficiency.

Strengthened the security.

After a successful test run, installed 
Cisco SDCI and two MVEs in each 
region to create a dual underlay WAN:

The primary connection ensures 
private connectivity. 

The secondary connections are 
through VPNs for redundancy.

The company is a global tech leader, 
accelerating the energy market—and 
the planet—toward a carbon-neutral 
future. Its customers span the utility, 
industry, and infrastructure sectors:

140 countries served 

Nearly 40,000 employees  

About US$10 billion in 

business volume
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Agile Connectivity

Cost-Effective 

Networking
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CHALLENGE  

Supercharge 

SD-WAN and

Support Energy 
Innovation and 
Access 

The client is a global technology  
and market trailblazer. Its pioneering 
methods increase electricity access  
and support a stronger, greener global 
energy system. 



The company wanted to supercharge its 
SD-WAN connectivity. It tried a proof of 
concept for a relatively new pairing: 
Cisco SDCI with Megaport Virtual Edge 
(MVE). The trial's success led the 
company to deploy Cisco SD-WAN 
across its vast enterprise network.

SOLUTION  

A Global, Private 
Network Built 

for Resiliency 

and to Support 

Remote Users

The company deployed two MVEs in 
each region to aggregate traffic from 
remote users. That traffic was removed 
from the public internet, ending 
unpredictable latency. The MVEs 
enable branch-to-cloud connectivity 
from Cisco vManage. 


Most cloud deployments connect to 
Microsoft Azure, but the company can 
connect to other clouds as needed.



The company gains full redundancy 
with the dual underlays. They 
seamlessly use private connectivity 
and VPN tunnels over the internet.

BENEFITS  

Improved 

Network 

Performance

IT teams can connect to multiple clouds 
from the Cisco vManage console. 
Regional centers can join alliance 
partners quickly, as needed.



The Cisco SDCI with MVE pairing  
means no additional infrastructure or 
routers are needed. 

The Cisco-Megaport 
pairing resulted in a 
fully resilient network, 
as expected.

“
”

— LEAD ARCHITECT 

FUTURE PLANS 

A Future-Proof  
Network

After a successful proof of concept, the 
company deployed the Cisco SDCI with 
MVE pairing across North America, 
Asia-Pacific, and Europe. Results are 
robust: a private, fully resilient global 
network. This future-proof foundation 
accelerates the company's 
technological innovations toward a 
carbon-neutral future.

The updated network is financially 
prudent. Because of the redundant 
underlay, the company doesn’t need 
additional MPLS circuits.

The new network architecture provides 
a global, private WAN for high 
availability and resiliency and 
simplifies routing.

Private connectivity through regional 
MVEs improves network 
performance and security.

Traffic in private lines has lower 
latency, lower jitter, and less packet 
loss than traffic through the public 
internet.

Local routing hubs use regional 
network architecture to shorten the 
distance between traffic endpoints.




